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C
oordination cages that are formedby
the complexation of transition-metal
ions with exomultidentate ligands

have received much interest over the past
decade.1,2 For example, nmetal ions (M) and
2n pyridine-capped ligands (L) are reported
to self-assemble into coordinated nano-
cages MnL2n for n = 2,3,4 6,5 126�8 and 249

in polar solvents. These nanocages can be
used as molecular shells with various func-
tions.10�12 Understanding the mechanism
underlying this supramolecular self-assembly
is important for designing such functional
nanocage materials. Computational studies
can play a significant role in those research.2

In our previous study,13 we proposed a
simulation model for the self-assembly of
the simplest spherical complex M6L8, which
was composed of six palladium (Pd) ions
and eight tridentate ligands.14 In the real
reaction system, the M6L8 complex can be
readily formed from a 4:3 mixture of the
tridentate ligand and Pd(NO3)2 in dimethyl
sulfoxide (DMSO) solvent with a reaction
time scale of minutes.14 This time scale is
far greater than the accessible time scale in
common molecular dynamics (MD) simula-
tions and we need to speed it up to fill
the gap between the real reaction systems.

Due to this general difficulty in atomistic
(supra)molecular self-assembly simulation,
only a few attempts have been reported
that go further as to rationalize the princi-
ples of chemical design.15 By applying the
coarse-grained solvent model,13 we suc-
ceeded in observing a spontaneous forma-
tion of the spherical shaped M6L8 cages
over the course of the simulations, which
were started from random initial placement
of the metals and ligands. We found that
the large difference in the lifetimes of the
smaller incompleted clusters and the larger
completed M6L8 nanocages is crucially im-
portant for self-assembly.
In this study, we applied our previous

model to the larger spherical complex
M12L24, which is a nanocage with 12 Pd(II)
ions and 24 pyridine-capped bidentate
ligands8,16 shown in Figure 1, for example.
M12L24 cages are most extensively studied
among MnL2n cages12 and proved to be
used as functional molecular cages for
the encapsulation of perfluoroalkanes,17

the polymerization of methyl methacrylate
segments18 and the protection of a small
protein.19 Therefore, we think the develop-
ment of simulation models for such M12L24
nanocages is important and valuable.
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ABSTRACT We demonstrate the spontaneous formation of spherical complex

M12L24, which is composed of 12 palladium ions and 24 bidentate ligands, by

molecular dynamics simulations. In contrast to our previous study on the smaller

M6L8 cage, we found that the larger M12L24 self-assembly process involves

noticeable kinetic trapping at lower nuclearity complexes, e.g., M6L12, M8L16,

and M9L18. We also found that the kinetic trapping behaviors sensitively depend on

the bend angle of ligands and the metal�ligand binding strength. Our results

show that these kinetic effects, that have generally been neglected, are important factor in self-assembly structure determination of larger complexes as

M12L24 in this study.
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RESULTS AND DISCUSSION

To compare with the previous M6L8 case with the
same solvent condition, we first used a relatively small
system with an initial structure generated by random
placement of 48 Pd(II) and 96 ligand a models (which
corresponds to four M12L24

a nanocages) without the
explicit atomistic solvent.13 The initial structure is
shown in Figure 2a. The concentrations of the Pd(II)
ions and ligands in the cubic simulation box (volume =
30 nm3) were chosen to be comparable to the M6L8
system in our previous study.
Snapshots after the 500 ns Langevin dynamics (LD)20

runs at the simulation temperature of 343 K (70 �C,
the experimental reaction condition8) are shown in
Figure 2b. As shown in the enlarged image in Figure 3,
a complete M12L24

a nanocage was successfully formed
during this LD run. For all 12 Pd(II) within this com-
pleted nanocage in Figure 3, time variations of the
coordination numbers (judged from the distance be-
tween Pd and ligand-nitrogen atomswith the specified
threshold13) of each Pd(II) are shown in Figure 4. The
time evolutions in this figure can be divided into three
stages, an assembly stage up to ca. 100 ns, an evolution
stage between 100 and 500 ns and a fixation stage
above 500 ns. Structure change during the evolution
stage is shown in Figure 5. The simulated three-stage
process in Figure 4 corresponds well to the stages
found in our previous simulations on the M6L8 system
and that explained in the experimental study on
M12L24 system.21

We also tried completely parallel simulations for the
furan-cored ligandb shown in Figure 1.With this ligand
b, we also observed the spontaneous formation of
M12L24

b nanocage as shown in Figure 6. From the results
described above, we are convinced that our model,
which was originally developed for the M6L8 system,
is capable of demonstrating the self-assembly of the

larger M12L24 system for two kinds of ligands shown in
Figure 1.
Next, we enlarged the system size to see the cluster

size distribution evolution during theM12L24 nanocage
formation. We constructed a system eight times larger
than the first system (with 384 Pd(II) ions and 768
ligand amodels which corresponds to 32M12L24

a nano-
cages) by doubly stacking the MD cells in each XYZ

direction. As in our previous study,13 we also incorpo-
rated 192 explicit solvent atoms of the CH united atom
type into the above system. This solvent atom number
(half of the Pd ion number) was the optimum number
to speed upM6L8 cage formation in the previous study.
A random initial structure was constructed through
a 50 ns high-temperature (473 K) LD run using

Figure 2. (a) Initial structure generated by random place-
ment of 48 Pd(II) and 96 ligand a models in the cubic
simulation box (volume = 30 nm3). (b) Snapshot after a
500 ns LD runwithM12L24

a andM6L12
a nanocages in the circle

and square, respectively.

Figure 1. Pyridine-capped banana-shaped bidentate li-
gands a, b and c (R = OCH3).
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uncharged Pd(II) models. The LD run with the original
Pd(II) model was then performed for 1 μs at 343 K.
The cluster size distributions were analyzed based on

the ligand�metal coordination bonds from the simu-
lated trajectories.
Figure 7 shows the ligand cluster size distributions as

a function of time; the vertical axis corresponds to the

Figure 3. Enlarged view of the M12L24
a nanocage from the

snapshot after the 500 ns LD run in Figure 2b.

Figure 4. Time variations of the coordination numbers of
the 12 Pd(II) within the completed M12L24

a nanocage. Snap-
shots at the simulation time of 440 ns are additionally
shown in the figure.

Figure 5. Structure change during the evolution stage in Figure 4.

Figure 6. M12L24
b nanocage from the snapshot after the 500

ns LD run.

Figure 7. Cluster size distributions of the ligand a as a
function of time. The vertical axis corresponds to the mass
fractions.
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mass fractions. Here, a ligand cluster size of 24 cor-
responds to the completed M12L24

a . As shown in this
figure, the mass fraction for 24-sized clusters at the
final step (1.0 μs) was ca. 0.1, which corresponds to
3�4 M12L24

a cages assembly, compared with 1.0 for a

100% yield assembly. In contrast, we observe peaks at
12, 16, and 18 for the larger fraction at approximately
0.14, 0.1, and 0.15 (corresponds to 4�9 nanocages),
respectively. These smaller-sized clusters correspond to
the lower-nuclearity complexes with specific symme-
tries. A peak for the ligand cluster size 12 corresponds to
the cube shape M6L12

a cage (shown in Figure 8a) whose
formation was reported in a real reaction system of
bidentate ligand with acetylene spacers (ligand c in
Figure 1) with using platinum (Pt) instead of the Pd
ion.16 The latter peaks at 16 and 18 correspond to the
M8L16

a andM9L18
a nanocages shown in Figure 8, panels b

and c, respectively. These two cages are composed of
eight three-ligand membered rings as in M12L24

a , but
two and three (instead of six for theM12L24

a ) four-ligand
membered rings in the M8L16

a and M9L18
a nanocages,

respectively. In these smaller nanocages (M6L12
a ,

M8L16
a and M9L18

a ), the coordination network geome-
tries around the Pd(II) ions were deformed compared
with M12L24

a . These geometry distortions were not so
large as being toward tetrahedral geometry from the
original coplanar one, but relatively small out-of-plane
and adjacent angle deformations between the coordi-
nated pyridines. The result above shows that the larger
M12L24 self-assembly process noticeably involves the
trapping structures with lower-nuclearity in contrast to
the smaller M6L8 cage.
We also tried corresponding simulations with the

furan-cored ligand b. Figure 9 shows the ligand cluster
size distributions as a function of time which corre-
sponds to the Figure 7 for the ligand a. The mass frac-
tion for 24-sized clusters at the final step (around 0.1)
is similar to that in Figure 7 for the ligand a. However,
the peaks for the smaller-sized clusters (at 12, 16 and
18) were much suppressed compare to Figure 7. It is
highly probable that the slightly larger bend angle (ca.
127�22) of the furan-cored ligand b would make those
smaller-sized clusters energetically unfavorable com-
pared to the ligand a. This shows the trapping at the

Figure 8. (a) M6L12
a , (b) M8L16

a and (c) M9L18
a cages from the

snapshot after 1 μs LD run shown in the Figure 7.

Figure 9. Cluster size distributions of the ligand b as a
function of time. The vertical axis corresponds to the mass
fractions.
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lower-nuclearities sensitively depends on the bend
angle of ligands and slightly lager bend angle
(compare to the geometrically optimum angle for the
final structure, here 120� for M12L24

23) would be effec-
tive to suppress the trapping.
As mentioned above, in the bidentate ligand real

reaction system with using Pt(II) instead of the Pd(II)
ion, the deformed Pt(II)6L12

c cube, instead of Pt(II)12L24
c

sphere was observed.16 It is proposed that the angle
between the pyridyl coordination vectors (bend angle)
determines which structure is observed experi-
mentally.2,23,24 Indeed, formation of M6L12 cube using
the ligands with a 90� bend angle5 follows the pro-
posed hypothesis. However, Pt(II)6L12

c vs Pd(II)12L24
c for-

mation from the same ligand c (with the bend angle
∼120�) is unpredicted from the hypothesis.22 It is
said that the stronger metal�ligand binding energy
by the Pt(II) ion kinetically stabilizes the metastable
complex Pt(II)6L12

c even with the deformation energy
penalties.16

Correspondingly, we tried a couple of simulations
with changing themetal�ligand binding energy. High-
er yield peak (ca. 0.18 mass fraction) at the ligand
cluster size of 24 with suppressed yield peaks at 18
was obtained as shown in Figure 10 by increasing
of metal�ligand binding strength 2.0% after 300 ns
in the run shown in Figure 7. Here, 2.0% increase of
the metal�ligand binding energy (pure Coulombic
in the current model) wasmade by increasing negative
atomic charge values (2.0%) on the ligand nitrogen
while keeping the ligand charge neutrality. Results
above show that the connection between the kinetic
trapping and the binding strength and importance
of the kinetic effects in the metal�ligand self-
assembly.
We also realized that the pronounced changes

between Figure 7 and Figure 10 do not occur if we
applied the same binding strength increasing at the
very beginning of the simulation, i.e., the timing

is important. The binding strength increased timing,
300 ns, roughly corresponds to the time of beginning
of M12L24 cage formation in the simulation shown in
Figure 7. We would like to discuss this point further in
the following section, since it implies a hint to improve
the current model.
As described in the Methods section, the atomic

charges of our ligand models were assigned by the
molecular orbital calculations (MO) of the ligands alone
and we fixed those values in the course of MD simula-
tions (static charge model). Upon complexation, there
could be electronic rearrangement of metal ions and
ligands, and then the total energy of the resultant
complex is lowered. However, conventional MD simu-
lations (including this study) were done with the
potential energy functions based on the static charge
model which does not take into account the electronic
rearrangement upon complexation.25 Recently, im-
provedmodels aiming to better describe the electronic
rearrangement in proteins containingmetals have been
proposed.26 Sakharov and Lim proposed a context-

dependent electrostatic model including charge transfer
and local polarization effects.27 They reported that these
effects play an important role to reproduce the experi-
mentally observed Zn(II)-ligand coordination structures.
WithMOcalculations, we found that charge transfer and
local polarization of Pd(II)�pyridine complex, which is
simplified fragment of our current system are compar-
able with those in Zn(II)27 and Cd(II) and Hg(II)28 com-
plexes (see the Supporting Information for details).
This implies that application of the context-dependent

electrostatic model to the Pd(II)-ligand system in this
study would also be effective to improve the current
model. We suppose that the increasing the negative
atomic charges on the ligand nitrogen applied after
300 ns in the run shown in Figure 10 partly accounts
for the context-dependent local polarization upon
complexation.

CONCLUSIONS

The capabilities of our model originally developed
for the self-assembly of the M6L8 system were exam-
ined by applying it to the larger M12L24 system. We
are convinced that our model is capable of realizing
self-assembly of this M12L24 in the distinct three-stage
process for the two kinds of ligands. In contrast to the
smallerM6L8 cage, we found that the largerM12L24 self-
assembly process noticeably involves the kinetically
trapped structures with the lower-nuclearities. We also
found that the kinetic trapping behaviors sensitively
depend on the bend angle of ligands and the me-
tal�ligand binding strength. Our simulation result
showed that slightly lager bend angle compared to
the geometrically optimumangle for the final structure
would be effective to suppress the trapping. Those
kinetic effects become important factor when the
number of the components becomes large as that of

Figure 10. Cluster size distributions of the ligand a as
a function of time with increasing of metal�ligand
binding strength 2.0% after 300 ns in the run shown in
Figure 7.
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M12L24 in this study. The results in this study imply that
the kinetic effects would be one of the reason to make
the prediction of self-assembled structures (e.g., based
on the bend angle of the ligands) increasingly difficult

in the higher-nuclearity complexes.22 We consider that
the MD simulation could be valuable tool to study the
kinetic effects in the metal�ligand coordination-direc-
ted self-assembly.

METHODS
We used the simulation model developed in our previous

study13 with the exception that the ligand molecule was
replaced with the bidentate ligands in Figure 1. We applied
a coarse-grained solvent model which combines the three
methods, Langevin dynamics (LD),29 the generalized reaction
field method30 and Weeks-Chandler-Andersen (WCA) type
short-range repulsive potentials.31 As in our previous study,
we did not include the nitrate (NO3

�) ions because they compete
with the ligands for Pd(II) ions and, then, interfere with the
nanocage self-assembly within the available computational
time. [The results in our previous simulations on the M6L8
system (with and without the nitrate ions), imply that the
M6L8 formations are highly probable to take place in the nitrate
poor regions first compares to the nitrate rich regions. Then, our
nitrate free model can be considered to model such the nitrate
poor regions in the real system.]
For the metal�ligand coordination interaction, we applied

the cationic dummy atom (CaDA) model32 for Pd(II). The atomic
charge of the Pd divalent cation evenly transferred to the
four dummy atoms that were attached coplanarly to the Pd
(the Pd�dummy distance was defined to reproduce the aver-
age Pd�N distance from the XRD study.13) For the bidentate
ligands, we applied the flexible united-atom model [In our
previous study on the M6L8 system, we used the nonstandard
high barriers for some torsional potentials to maintain the
tripodal nonplanar shape of the triandete ligand model. In
contrast, we used standard force field parameters entirely for
the bidentate ligands in the current study.] with the exception
that the bond-stretching degrees of freedom were constrained
to the equilibrium bond lengths. For the intermolecular and
intramolecular interactions, a general AMBER force field33 was
used in combination with CH and CH2 united atom parameters
from a reoptimized united atom force field.34 For Pd atoms,
we used parameters from the literature.35 For the ligand atomic
charges, we used restrained electrostatic potential (RESP)
charges,36 obtained using ab initio molecular orbital calcula-
tions with the B3LYP/6-31G(d) level in the Gaussian03
program.37

Trajectories were produced using the MD program GRO-
MACS (version 4.0.7)38 with a modified nonbonded interaction
routine to employ the WCA potential described above. For LD
time integration, we used the leapfrog stochastic dynamics
integrator39 and LINCS bond constraint40 with a 5 fs time step
due to the stability of the LINCS algorithm.41 Charge group-
based, twin-range 0.65 nm van der Waals and 1.4 nm electro-
static cutoff distances42 were applied to the nonbonded inter-
actions. The setting of the former short value (0.65 nm) is
because of the utilization of the short-ranged WCA potential.
The far-field relative dielectric constant in the generalized
reaction field method, εrf, was 47.0 for the DMSO solvent
setting.43 The near-field dielectric constants, εr, was 2.5 because
this value was the optimum value found in our previous study.
The simulation temperature was maintained by coupling to a
stochastic thermostat with the time constant τt = 0.1 ps via LD.
The LD friction coefficient for each atom was specified as the
GROMACS default value (i.e., mass/τt).
The GROMACS molecular topology file for the ligand a

and CaDA Pd(II) models with the atomic charge assignments
that aided in reproducing the simulation in this study are
presented in the Supporting Information. The topology file for
the ligands was created using the program “acpype”44 as the
interface for the automatic atom type and bond type percep-
tion program “antechamber”,45 and then the output topology
file was modified for the united atoms.
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